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Abstract 
Each person develops a unique emotional landscape shaped by 
their experiences and linguistic-cultural contexts, partly 
personal and partly shared with others. This enables personally 
unique emotional experiences while maintaining shared 
understanding. This work aims to advance a framework for 
investigating what's shared and distinct across individuals, 
beginning with linguistic communities as an essential level of 
analysis, using English and Korean speakers as our case study. 
We examined how emotion concept representations differ 
between English and Korean speakers using representational 
similarity analysis and network analysis. English and Korean 
speakers’ judgments of pairwise similarity between 57 emotion 
concepts evidenced both substantial shared structure and 
language-specific patterns (Spearman's ρ = 0.72, indicating 
48% unshared variance). While valence emerged as a key 
organizing dimension in both languages, network analyses 
with strength centrality showed distinct patterns for each 
language. First, the Korean emotion concept network 
demonstrated higher strength centrality across all emotion 
concepts than the English network, indicating higher 
interconnectedness between concepts. Second, high-centrality 
emotions were predominantly negative in both languages but 
formed language-specific local networks with different sets of 
neighboring concepts. The statistics of language usage encode 
a substantial part of the conceptual structure of emotion, 
enabling large language models to capture aspects of human 
emotion. Despite their advanced multilingual capabilities, 
GPT4-o and Claude-3.5 showed stronger alignment with 
English speakers' representations, regardless of prompt 
language. These findings demonstrate that while languages 
reflect common principles in emotion representation, they 
shape distinct patterns, with implications for cross-
linguistic/cultural emotion understanding and AI system 
development. 

Keywords: emotion concepts; cross-linguistic comparison; 
network analysis; large language models 

Introduction 
People possess rich mental models of emotions that serve as 
foundations for understanding and communicating emotional 
experiences (Breithaupt et al., 2022; Houlihan et al., 2023; 
Ong et al., 2015, 2019; Saxe & Houlihan, 2017). While these 
models contain unique elements shaped by one’s life 
experience, they simultaneously incorporate substantial 
shared components derived from biological constraints, 
affective primitives, and common social factors such as 
language and culture. This integration enables humans to 
have distinct emotional experiences while maintaining 
emotional understanding with others. Given that emotions 

cannot be directly observed in others but must be inferred, 
language functions as a crucial medium for learning, 
conceptualizing, and communicating about emotional states 
(Lindquist, 2017, 2021; Nook et al., 2017; Pritzker et al., 
2020; Satpute et al., 2020). Consequently, the linguistic 
frameworks people use likely create systematic variations in 
how speakers of different languages conceptualize emotions 
(Jackson et al., 2019). 

Indeed, research examining cross-linguistic differences in 
emotion concepts has established that speakers of different 
languages conceptualize and categorize emotions in 
somewhat different ways (Jackson et al., 2019; Majid, 2012; 
Pavlenko, 2014; Wierzbicka, 2009). However, beyond 
documenting differences, we know less about how emotion 
concepts are systematically organized and interrelated across 
different languages, and what these organizational patterns 
reveal about emotional processing in different linguistic 
communities. 

Recent methodological approaches have demonstrated that 
examining relationship patterns between emotion concepts 
provides rich insights into latent conceptual organization 
(Brooks et al., 2019; Brooks & Freeman, 2018; Kwon et al., 
2022; Skerry & Saxe, 2015). This relational approach is 
particularly valuable for cross-linguistic research, as it 
compares the patterns of similarity between concepts rather 
than relying solely on finding lexically equivalent 
translations. By mapping these relationship patterns between 
languages, we can better understand both commonality and 
divergence in how emotions are conceptualized across 
linguistic communities.  

Most of the work studying the similarity structure of 
emotion concepts has focused on English speakers, leaving 
open the question of how representations might vary across 
individuals who share different languages and cultures. 
Understanding such variation is crucial not only for 
theoretical models of emotion but also for developing 
culturally-sensitive artificial intelligence systems that can 
effectively engage in emotional communication across 
different linguistic contexts. 

The present work compared the representational structures 
of emotions in English and Korean, serving as a case study 
aimed at developing a framework for examining how 
language and culture affect emotion concept representations. 
Our approach aims to characterize the specific ways in which 
emotional understanding depends on cultural and linguistic 
contexts, from global organizational principles to local 
relationships between specific emotions, to how these 
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commonalities and differences are reflected in large language 
models (LLMs). By testing whether LLMs trained primarily 
on English data can capture these language-specific patterns, 
we examine the challenges and limitations artificial systems 
face in representing emotion concepts across different 
linguistic contexts. While we focus here solely on Korean and 
English, our aim is to develop and refine a framework that 
can be extended to examine emotion concept representations 
across a broader range of languages and cultures, and 
ultimately contextual and individual differences. 

Methods 

Study Materials and Participants 
We selected 57 emotion concepts frequently used across 
multiple emotion research studies (Cowen & Keltner, 2017; 
Gross & Levenson, 1995; O’Reilly et al., 2016; Scherer, 
2005; Skerry & Saxe, 2014; Tottenham et al., 2009; Watson 
et al., 1988). Concepts are selected in English first for a 
previous study (Kwon et al., 2022) and translated into Korean 
through a multi-stage process. First, 25 translators fluent in 
both languages independently provided translations (Average 
agreement across all emotions: 66.5%; Krippendorff's alpha 
= 0.53). Four additional bilingual experts then reviewed 
translations using accuracy verification and back-translation 
approaches, followed by targeted resolution of cases where 
concepts in either language had multiple potential matches in 
the other. Final translations were determined based on 
majority agreement among these experts. 

We recruited 839 English speakers through Amazon 
Mechanical Turk and Prolific (Mage = 40.01, SDage = 13.69, 
Nfemale = 427) and 369 Korean speakers through a survey 
panel in Korea (Mage = 40.89, SDage = 12.70, Nfemale = 168). 
All participants were native speakers of their respective 
languages.  

Similarity Judgment Task 
Participants rated pairs of emotion concepts (Supplementary 
methods) on a scale from 0 (completely different) to 100 
(very similar). English and Korean speakers rated 30 and 60 
randomly selected pairs, respectively. The overall similarity 
value for each concept pair was calculated by taking the mean 
of all participants' ratings for that pair.  

LLM Data Collection 
To examine how well LLMs capture language-specific 
patterns in emotion concept representation, we collected 
similarity ratings from GPT4-o and Claude-3.5, two widely 
used “foundation” LLMs, using equivalent prompts for the 
same similarity judgment in both languages. For each concept 
pair, we collected multiple ratings (n=10) using a 
temperature setting of 0.95, with the final rating calculated as 
the mean. 

Representational Similarity Analysis  
To analyze relationships between emotion concept 
representations across languages and LLMs, we employed 
representational similarity analysis (RSA; Kriegeskorte et al., 
2008). Our approach builds on principles that position   

Figure 1: Pairwise similarity matrix with hierarchical clustering and min-max normalization for 57 emotions from the pairwise 
similarity judgment task from Korean (left) and English (right) speakers. 
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similarity judgments as fundamental to accessing mental 
representations (Roads & Love, 2024), revealing broader -
organizational principles than single-task paradigms by 
capturing the underlying conceptual structure across contexts 
rather than task-specific responses. 

RSA enables the comparison of different representational 
spaces through second-order isomorphism without requiring 
perfect one-to-one mapping. This is crucial when comparing 
emotion concepts across languages, where we assume 
minimal equivalence between translation pairs (e.g., 
“sadness” and “슬픔”) as necessary anchor points, while 
acknowledging these concepts occupy different positions 
within their respective networks. 

For RSA, we constructed similarity matrices from pairwise 
ratings for both language groups and LLM responses, after 
rescaling the raw similarity ratings to 0-1. We, then, 
calculated Spearman's rank correlations with permutation 
tests (10,000 permutations) to assess shared structure 
between languages and LLM alignment. 

Results 

Representational Structure Comparisons 
Comparison of similarity matrices between English and 
Korean speakers revealed substantial shared structure in 
emotion concept representations (Spearman's ρ = 0.72, p < 
0.001, 10,000 permutations for significance testing), with 
48% unshared variance pointing to language-specific 
patterns. Hierarchical clustering (Ward method) revealed 
valence as a key organizing dimension in both languages, 
with positive and negative emotions forming distinct clusters 
(Fig. 1).  

We further examined emotion pairs showed the most 
consistent and most divergent similarity ratings between 
languages by calculating absolute differences between 
normalized similarity values across two groups and identified 
the top 10 most similar and different pairs (Table 1). The 
most consistent similarity ratings across languages emerged 
for pairs rated either distinctly different (e.g., fear-nostalgia, 
similarity of 0.106 in Korean and 0.107 in English) or 
moderately similar (e.g., peace-triumph, similarity of 0.502 
in both), rather than pairs rated as highly similar. For emotion 
pairs where similarity ratings differed most between 
languages, different patterns emerged: Korean speakers 
indicated higher similarity between emotions with different 
valences or arousal levels (e.g., envy-relaxedness, boredom-
horror, and happiness-regret), assigning moderate similarity 
while English speakers rated them as rather dissimilar. In 
contrast, English speakers indicated higher similarity ratings 
between emotions sharing similar valence (e.g., guilt-shame, 
awe-joy), rating these as highly or moderately similar while 
Korean speakers rated them as moderately similar or 
dissimilar. 

Network Analysis 
To further examine the global and local structures of 
emotion concept representations of Korean and English 
speakers, we transformed the similarity matrices into 
weighted networks, with emotion concepts as nodes and 
normalized similarity ratings as edge weights. This network 
representation allowed us to analyze both the overall 
organization of emotion concepts and their specific local 
relationships (e.g., which emotions are most conceptually 
similar to “joy” in each language). To focus on the most 

Figure 2: Network graph of emotion concepts in English and Korean based on pairwise similarity ratings. Red circles indicate 
emotion concepts with the highest strength centrality in each network. 
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robust relationships, we thresholded the normalized edge 
weights at the 75th percentile, retaining only the top quartile 
of weighted connections in our analysis. 

Network analysis reinforced the role of valence as a key 
organizing dimension in both languages (Fig. 2). However, 
several emotions bridged these clusters by connecting to both 
positive and negative emotions: “longing” and “sympathy” in 
both networks, “boredom”, “nostalgia”, and “annoyance” in 
the Korean network, and “surprise” and “protectiveness” in 
the English network. 
 
Table 1: Conceptually more similar emotion concept pairs for 
each language group. 

Strength Centrality 
Next, we calculated strength centrality, which represents the 
sum of weighted edges for each emotion concept. Strength 
centrality is suitable for our similarity-based networks as it 
captures immediate relationships without assumptions about 
indirect pathways or information flow, while incorporating 
both the number and strength of similarity relationships 
between emotion concepts (Bringmann et al., 2019). Here, 
high strength centrality indicates that an emotion has higher 
similarity with many other emotions in the network, while 
low strength centrality indicates that an emotion is more 
distinct, sharing lower similarity with other emotions. 

Strength centrality analysis revealed differences in 
emotion network at both global and local levels, while also 
identifying common patterns across languages. At the global 
level, the Korean network showed consistently higher 
strength centrality values compared to the English network, 
indicating greater overall interconnectedness between 
emotion concepts (Fig. 3). In both networks, negative 
emotions dominated the high-centrality concepts, with “love” 
as the only positive exception (Tables 2 and 3). Many of these 
high-centrality emotions overlapped between languages— 
“unhappiness”, “frustration”, and “anxiety” showed high 
centrality in both networks. However, despite this overlap in 

central emotions, their local network structures differed 
markedly: for example, “unhappiness” clustered with active 
negative emotions (e.g., anger, exasperation) in Korean, 
while in English, it clustered with depressive states (e.g., 
despair, hopelessness, devastation). 

At the other end of the centrality spectrum, we examined 
emotions with the lowest strength centrality—those that are 
most dissimilar to others in the network, being more distinct 
and differentiated. The lowest five emotions in English  were 
“boredom”, “sympathy”, “relaxedness”, “amusement”, and 
“relief”, while in Korean they were “contempt”, “envy”, 
“boredom”, “annoyance”, and “jealousy”. Except for 
“boredom”, which showed low centrality in both networks, 
the remaining low-centrality emotions were primarily 
positive states in English but social or interpersonal emotions 
in Korean.  

Network Structures of Similar and Different Emotion 
Pairs across Languages 
We next examined whether differences in network 
relationships could help explain cross-linguistic variation in 
similarity ratings (identified in the representational similarity 
analysis; Table 1). For each pair that is more similar in 

Figure 3; Strength centrality values across all emotion 
concepts in the Korean (blue) and English (red) emotion 
concept networks. Ordered by centrality values of Korean 
emotion concepts for visualization. 
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Korean or English, we analyzed their network relationships 
in two ways: by counting overlapping concepts among their 
top 10 nearest neighbors and by checking whether they were 
each other's nearest neighbors. When a pair showed higher 
similarity in one language, we expected to find stronger 
network relationships (more overlapping neighbors and/or 
direct neighbor status) in that language's network.  

Indeed, pairs rated more similar by Korean speakers 
showed more overlapping neighbors and direct neighbor 
status in the Korean network (with “anxiety-peace” as a 
notable exception showing no direct or indirect connections). 
Similarly, pairs rated more similar by English speakers 
showed stronger connections exclusively in the English 
network, either through overlapping neighbors or direct 
connections. These findings show that cross-linguistic 
differences in similarity ratings are reflected in how these 
emotions relate to other emotions in each language's network. 

Table 2: Nearest neighbors of high centrality emotion 
concepts in the English network. 

 

Table 3: Nearest neighbors of high centrality emotion 
concepts in the Korean network. 

 

Comparison with Foundation Language Model 
Representation 
Lastly, we tested how GPT4-o and Claude-3.5, two of the 
most widely used language models, represent emotion 
concept similarities and whether they could capture the 
language-specific patterns in emotion concept representation 
identified in our human data.  

Results showed both GPT4-o and Claude-3.5’s English-
prompted responses showed a higher correlation with English 
speakers’ ratings (r = 0.91 and 0.93, ps < 0.001) than with 
Korean speakers' ratings (r = 0.71 and 0.72, ps < 0.001). 
More notably, when prompted in Korean, both models’ 
responses showed a stronger correlation with English 
speakers' ratings (r = 0.88 and 0.88, ps < 0.001) than with 
Korean speakers' ratings (r = 0.75 and 0.77, ps < 0.001), and 

were also more similar to its English-prompted responses (r 
= 0.90 and 0.93, ps < 0.001; all correlations calculated with 
10,000 permutations). 

To formally test these relationships, we compared three 
regression models predicting LLMs’ similarity ratings with 
English and Korean human similarity ratings: a full model 
with both similarity ratings as predictors, and two reduced 
models with either English-only or Korean-only ratings 
(Table 4). In the full model, for both English- and Korean-
prompted responses, English speakers' ratings were 
consistently stronger predictors (GPT4-o: β = 0.908 and β = 
0.697; Claude-3.5: β = 0.960 and β = 0.680) than Korean 
speakers' ratings (GPT4-o: β = 0.135 and β = 0.366; Claude-
3.5: β = 0.116 and β = 0.438). Adding English ratings to 
Korean-only models showed larger improvements in model 
fit (GPT4-o: χ² = 1845.792 and 1039.001; Claude-3.5: χ² = 
2052.098 and 1011.202; all ps < 0.001) compared to adding 
Korean ratings to English-only models (GPT4-o: χ² = 39.213 
and 194.762; Claude-3.5: χ² = 31.158 and 276.044; all  ps < 
0.001). These patterns indicate that both models’ 
representations of emotion concepts mainly reflect that of 
English speakers, even when prompted in Korean, suggesting 
the limited ability to capture language-specific patterns in 
emotion concept representation. 

Discussion 

Common Principles and Language-Specific Patterns  
Our findings reveal both shared and distinct patterns in how 
English and Korean speakers represent and organize emotion 
concepts. The substantial correlation between similarity 
matrices points to common principles in emotion concept 
organization across languages, while the considerable 
unshared variance indicates the presence of language-specific 
patterns. 

Network analyses revealed that while valence emerged as 
a fundamental organizing dimension in both languages, 
forming distinct clusters of positive and negative emotions, 
strength centrality analysis uncovered important cross-
linguistic differences in network structure. 

First, the Korean network showed consistently higher 
strength centrality values across emotion concepts (Fig. 3), 
indicating greater overall interconnectedness between 
emotions. In both networks, negative emotions dominated the 
high-centrality concepts (with “love” in the Korean network 
as the only exception). This pattern indicates that negative 
emotions might be more granularly represented in both 
languages, where similar contexts and situations can evoke 
multiple, related negative emotions. Counter-intuitively, this 
granularity leads to higher similarity between negative 
emotions, while positive emotions, being less granular in 
their representation, remain more distinct from one another, 
resulting in lower centrality values. Furthermore, while 
several of these high-centrality emotions overlapped between 
networks (e.g., anxiety, unhappiness, frustration), these 
concepts showed different sets of nearest neighbors, 
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revealing language-specific patterns in how even common 
emotions are related to others.  

The networks also differed in their low-centrality 
emotions, representing the most distinct and dissimilar 
concepts in each network. The English network's low-
centrality emotions primarily included positive states while 
the Korean network's included social or interpersonal 
emotions. 

Also notably, when emotion pairs are rated differently 
across languages, these differences are systematically 
reflected in their network relationships with other emotions. 
These network patterns offer a new way to understand cross-
linguistic differences in emotion concept representations. For 
example, an emotion concept in one language might be better 
understood through multiple emotion concepts in another 
language that together share similar relationship patterns. 

Limitations in Cross-Linguistic Representation of 
Current AI Models 
Our analysis of GPT4-o and Claude-3.5 showed remarkably 
high correspondence with human emotion concept 
representations, particularly with English speakers. However, 
despite their advanced multilingual capabilities, both models’ 
representations showed stronger alignment with English even 
when prompted in Korean, revealing important limitations in 
capturing language- and culture-specific emotion 
representations. These results reveal an important gap in 
current AI systems: the ability to process multiple languages 
does not necessarily translate to capturing language-specific 
patterns in how concepts like emotions are organized and 
understood. 

These limitations raise important implications for cross-
cultural AI development. While English dominance in AI 
training is well-documented, our findings reveal its deeper 
impact on conceptual representation: the underlying semantic 
structures remain influenced by the dominant training 
language despite surface-level multilingual capabilities.  

Our comparison between human and LLM emotion 
representations provides a novel method for evaluating 
cultural sensitivity in AI systems beyond traditional accuracy 

metrics. Unlike other AI capabilities that don't necessarily 
need to mirror human performance, emotion understanding 
requires alignment with human conceptual structures, 
particularly for systems designed to interact with humans in 
emotionally nuanced ways across cultures.  

Future Directions 
Building on our current findings, we plan to extend this 
research in several important directions. First, we will expand 
beyond our English-first concept selection approach to 
incorporate emotion concepts uniquely present in Korean 
culture to investigate a more complete picture of each 
language's emotion conceptual space. 

Second, we will examine how these representations 
function in specific contexts to understand whether the 
language-specific patterns we observed are stable across 
contexts or whether context sensitivity itself differs across 
languages. 
Lastly, we will examine non-English language models 
trained primarily in Korean and other languages to determine 
whether the English-alignment patterns stem primarily from 
training data distribution or reflect fundamental challenges in 
capturing language-specific conceptual structures. 

Supplementary Materials 
Supplementary methods are available at: https://osf.io/jspq4/ 
 

 
 
  

Table 4. Comparison between full and reduced regression models predicting LLM similarity ratings. 
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